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/" 1. |FMIF-DONES Context
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 Lower cost through concept improvements and Innovations

# Milestone

Stellarator as fusion plant?

International Fusion Materials Irradiation Facility — Demo Oriented NEutron Source (IFMIF-DONES)

Main goal: testing, validation and qualification of the materials to be used in future fusion power plants

Fusion Power Plants
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Li

HFTM

- 40 MeV
-125 mA, CW
-5 MW output power

- Liquid Li 15 m/s

- 15 m3 Li inventory
-100 |/s Flow

- Impurity control system

- Neutron flux of ~ 5e18 n/m2-s
- 20 dpa/fpy to 100 cm3
- Irradiation Controlled T [250, 5509C]
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1. IFMIF-DONES Context

IFMIF-DONES builds upon the experience

and technological developments of LIPAc:

Injector + LEBT
CEA Saclay

MEBT SRF Linac

~36m
Diagnostics
CEA Soclay RF Power
CIEMAT Madrid CIEMAT Madrid
CEA Saclay
SCK Mol

Primary Parameters

Number of Linacs

Duty factor

lon type

Beam intensity on target

Beam kinetic energy on target

Beam Power on target

RF Frequency

Target material

Total length

HEBT
CIEMAT Madrid  gp

The objective of the DONES Programme is not only for building the IFMIF Facility...
NES Programme Phases but also to operate and to exploit it!!

&° < £ $°
— ﬁ_*
i :Fmv
® i Impaortant validation results for the design of
| Broader Approach the Accelerator, Test and Lithium Systems —
- collaboration with Japan
2015-2020 / : 9
2021-2027 ng wrens in () EUROfusion
h (13 countries)ca. 70=100 ppy in
& " L research units and industry
1
2016-2018 |
®, — i
L Site Selection 1:77::, Fusion Selection of Escazar site
MAT Madrid Process : Gt %m near Granada, Spain
2019-2021
- f iyl
Preplaratory Phase IFMIF-DONES being recognized as one of the strategic research
( ONES prcp) infrastructures in Europe — ESFRI Roadmap 2018
DONES Consolidation The project aims to expand the DONES user community and P
Phase (DONES can?l) strengthen partners’ participation in the programme
—

Construction, Installation, 2023-2034
@ Testlng u_nd_systems Construction of IFMIF-DONES Facility. Start of Construction
Commlssmmng Phase Phase 2023. Estimated construction time 10 years.

T 2029-2034

1 S O
\ M l Integrated bearm commissioning

and power ramp-up

IFMIF-DONES is designed for 30 years of lifetime
(20 years of full operation)

Operation Phase
Decommissioning Phase
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Plant Systems: [ |
- HVAC Housing of all irradiation systems (Accelerator, Lithium & Test Systems)

- Electric Power System Auxiliary Buildings

- Heat Rejection System erT— o
- Service Water System E Main Building Access Bldg

- Service Gas System

- Solid Radioactive Material Treatment System
- Liquid Radioactive Waste Treatment System
- Gas Radioactive Waste Treatment System

- Fire Protection System

- Maintenance and handling equipment

- Remote Handling

E Main Electrical Bldg
A Electrical Switchyard Bldg

B Emergency Power Bldg (Train A)

EPS [Electric

Emergency Power Bldg (Train B
Power System] a Sy o )

Cooling Towers
& Chillers Electrical Bldg

Accelerator Systems:

- Injector
- RFQ B Water Treatment Plant
SWS [Service Water System]
- MEBT
- SRFLinac

E Boiler for HVAC

@ chillers & Pumps Bldgs for HVAC
HVAC System

- HEBTand Beam Dump
- RF Power Systems

- AS Ancillaries (power, vacuum, water, gas, cryoplant) B coollrgTowers: Bldgd

HRS System [Heat Rejection System]
Li Systems:

- Target System

- Heat Removal System

- Impurity Control System

- LS Ancillaries (power, vacuum, gas, heating and insulation, Li and oil recovery)

& Fire Water Pumps Bldg
FPS [Fire Protection System]

Empty Casks Storage Area
RWTS [Radioactive Waste Treatment System]
Service Gas Areas
Test Systems: SGS [Service Gas System]
- TestCell
- High Flux Test Module
- Start-Up Monitoring Module
- Otherirradiation Modules
- TS Ancillaries (power, water, gas, He cooling)

- Facilities for Complementary Experiments

15 Administration Bldg
18 Access Gate Bldg Under
17 Warehouse Construction
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RH-HLCS

It implements specific
orchestrated conventional
control functions of RH system.

CODAC
(Control, Data Access & Communication
System):

It implements the orchestrated conventional
control functions of all system of the facility.

It also includes “common services”:
= Synchronization
= Centralized alarms and events management
= Centralized data archiving + analysis + ML
= System and network self-diagnosis supervision
= Users Administration
= Software Management
=  Common networks:
- Data Transfer Network
- Audio-Video Network
- Management Network
= Control Rooms
=  Remote access

It implements the machine

protection functions against:

= failures of the facilities,
system/component,

= failures of CODAC system,

RH-HLCS [
(RH High Level Control[System)

(Machine Protection System):

= possible incorrect operation.

2. DONES Control Systems overview and goals

CSN

CONZEM DE
SEELIRIDA D NUCLEAR

SCs
(Safety Control System):

It implements the safety functions regarding
personnel or environment.

Subsystems:

= Plant Safety Subsystem (PSS)

= QOccupational Safety Subsystem (OSS)

= Personal Access Safety Subsystem (PASS)

= Radiation Monitoring System for the
Environment and Safety (RAMSES)

Cics
(Central 1&C System)

———— - —_—————

! LIcs A0
: (Local 1&C System)
1
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2. DONES Control Systems overview and goals

Strategy for Control Systems design based on:

Standardization

Leverage experience and feedback from LIPAc project
Simple architecture

Instrumentation out of the LICS scope

Minimise obsolescence impacts

Improve maintainability

CI/CD + SW quality control since early development
Rigorous and representative FAT

Flexible integration and commissioning process

Configuration Management [Doc + HW + SW]

4

MAIN GOALS FOR DESIGN PHASE
(CICS + LICS)

» Design Description Documents

» Requirements

> Interfaces

» Control Systems guidelines:

NETWORKS
CATALOGUE
CUBICLES

LICS ARCHITECTURE
LICS SOFTWARE
LICS VALIDATION

Prototypes and labs:

- LIPAc

- MuVaCas

- LITEC

- STUMM-PROTO
- VATIAC

- VATIST

In-Kind

contributors

A




Al

DONES

3. Achievements and current work

*  Functional analysis:
* Conventional control and monitoring (CODAC) € Operational and Maintenance Procedures (flow diagrams)
*  Protection functions (MPS)
» Safety functions (SCS)

*  Common functions (required for CODAC, MPS, PSS, OSS, PASS, RAMSES)
- Synchronization
- Near-real time monitoring
- Central control (manual & automatic commands/procedures)
- Alarms and events management
- Data and logs archiving
- Archived data analysis + ML
- System and network self-diagnosis supervision
- Users Administration (role permission)
- Software Management (edition, verification, storage, deployment, version check)
- Remote access
- Control Room equipment

* Components identification (Product Breakdown Structure)
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3. Achievements and current work

* Key technology selection:
> Evaluation of EPICS as CODAC and MPS control framework:

i. SCS Architecture Context:
- Likely to adopt a control framework already used in a reference facility - typically WinCC OA
- This suggests a potential unification of SCADA systems across all three control systems

ii. Technical Considerations:
- Reusable code already developed for LIPAc = potential for reuse in IFMIF-DONES

iii. Vendor Lock-in Concern:
- WinCC OA implies reliance on a single supplier = increased risk

iv. Community Support:
- EPICS has strong support through an active and experienced international community

- EPICS selected as CODAC and MPS control framework
Evaluation of OS (Ubuntu?, Debian12?, RockyLinux?, AlmaLinux?)
Evaluation of containers and orchestrator (Docker/Podman?, Kubernetes?)
Evaluation of MTCA for embedded control systems

Evaluation of WR for Timing System

YV V V V V

Evaluation of tools for common services (CSS/Phoebus?, Archiver Engine?, InfluxDB?, Gitlab?,...)
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Adapt CICS and LICS development, integration and validation process to make it compatible with:
- In-kind contribution strategy

- 4 integrated commissioning phases -

Phase 2 - RFQ/MEBT

1

CICS.PSS FPGA Cabinet

I

Remote cubicle

15C.PSS [PLC
Extension)
Distribuited /O o
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* Specify process and platforms for LICS development, internal validation, FAT, HW installation, integration and SAT

Factory Site

LICS Test Environment System (LICTES) = SIM-CICS

BD CODAC —
E erver/P SanaiTE
= . repository

oc Office network
SC S ft ml BD MPS I

CICS Common Software: i

- SIMI-CICS Configuration 4 i ReG.olsto Common Software i

- 0s ~___ Em - Gitla

B - Scripts/Pipeline

Containers o
- EPICS \ - To DMZ
- CSS/Phoebus System X T
- EPICS Archive Engine OT Firewall
LICS Common Software: — K E :
- 10C Common Test Bench

Configuration
- 0S

- Containers :.:"

: EPlCS .

- EPICS Archive Engine K

. (clolololelo) /

FAT and SAT:

- Representativeness = Evaluate the need for a LICTES and a Test Bench
- Traceability matrix between test procedures and requirements

- Software quality requirements
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Refinement of a detailed design of Remote Handling - High Level Control System

©

RH Operator

Stop
Emergency
button

RH Control Room

RH Operator Workstation

RH Viewing System Workstation

D PTZ joystick

Central Control Room @)

Video-wall

Operator Workstation  RH Central Operator

]
CODAC

HE joystick
:
[FEEERRN -
| |

RHVN ~ RHON,

] _ﬂ TDN cvN

—
aamamannnnnnfeanfinnnnnnfafannnnnanafafananasiannnnansennnnnfinannnnnianannnannnnnnnnnnnnlnannfannnnfannnfiannannnnnnnnannnnnnnn
LICS of RH 1
RH-HLCS Supervision Position i
RH Maintenance i Scenes Viewing System
Procedures | PEEnEEe ity J
Database VIEWING §YSTEMMODULE CODAC Gateway
VR SYSTEM MOOULE
SUPFRVISION UIoIIEIE: | LANT CONTROLLER IMODULE
. |
Condition
Historical Command & Control :gg:i | Engine |
Datab: i
stebese e I_ - OPC UA AGGREGATION SERVER
CONDITION ENGINE MODURE 1
I SCADA MODULE |
T
t
|
z
1 ¥ RHRTN (>1 kH Switch Switch
I RHE joystick { 2
1
! | I
|
1 PLC/ Tools “
1 Controll Controll Camera
1 er er oo Controller
I Protection
étop _______________________ module | @ o e e e e e e e e e e e e e e e e e e —————
mergency _
button _— e e




5. DONES Control Systems preliminary architecture
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ESD Pushbutton Panel

RH Control Room Override Panel Central Control Room

Video-wall i Video-wall
RH Operator WS B

i RS L L L i L L L1
joystick sop

Emergency
button

Data
Exploitation

Gateway Gateway Gateway Gateway

Gateway

PSS
servers

0ss
servers

CONF  MON

Central Unit
(cRIO, MicroTCA, cPCl)

PASS
servers

RAMSES
servers

Satellite Unit
(MicroTCA)

Satellite Unit
(MicroTCA)

—'1—-1_“

Manchester encoding (FO)
——

Hardwired interlocks

Fieldbus

= ——
Personal || Material Device signals
Access Door [[Access Door| —

oo b AASELLEboASLLLALLL
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- We aim to build a control system that meets the specific needs of each of our system clients while fully adhering to
all applicable codes and standards.

- Our strategy focuses on maximizing standardization and employing a modular architecture to minimize
obsolescence risks, utilizing cutting-edge technology to enhance system availability and maintainability.

- We are not starting from scratch; we have a substantial foundation of valuable resources to guide us. We also seek
to incorporate as much feedback as possible from similar facilities, staying informed on advances and lessons
learned by their development and operations teams.

- In recent months, IFMIF-DONES Control Systems teams has establishes new working methodologies and made
significant progress in defining architectures, specifying requirements and identifying interfaces, thanks to the
dedicated efforts of our team and valuable collaborations with other projects, research communities, industry
partners, and reference facilities.

- We are excited to deepen our participation within EPICS community. The expertise of this community is an
invaluable knowledge source, crucial for the development of IFMIF-DONES Control Systems. We are sure that close

collaboration will help us overcome current and future technical challenges.
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